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Reading guide
The World Economic Forum’s AI Transformation of 
Industries initiative seeks to catalyse responsible 
industry transformation by exploring the strategic 
implications, opportunities and challenges of 
promoting artificial intelligence (AI)-driven innovation 
across business and operating models.

This white paper series explores the transformative 
role of AI across industries. It provides insights 
through both broad analyses and in-depth 
explorations of industry-specific and regional deep 
dives. The series includes:

As AI continues to evolve at an unprecedented 
pace, each paper in this series captures a unique 
perspective on AI – including a detailed snapshot 
of the landscape at the time of writing. Recognizing 
that ongoing shifts and advancements are already 
in motion, the aim is to continuously deepen and 
update the understanding of AI’s implications 
and applications through collaboration with the 
community of World Economic Forum partners 

and stakeholders engaged in AI strategy and 
implementation across organizations.

Together, these papers offer a comprehensive 
view of AI’s current development and adoption, 
as well as a view of its future potential impact. 
Each paper can be read stand-alone or alongside 
the others, with common themes emerging 
across industries.

Impact on industrial ecosystems

Cross industry

Industry or function specific

Impact on industries, sectors and functions

Additional reports to be announced.

Regional specific 

Impact on regions

Advanced 
manufacturing 
and supply chains

Financial 
services

Media, 
entertainment 
and sport Healthcare Transport Telecommunications Consumer goods

Leveraging 
Generative AI for Job 
Augmentation and 
Workforce Productivity

Artificial Intelligence’s 
Energy Paradox: 
Balancing Challenges 
and Opportunities

Artificial Intelligence 
and Cybersecurity: 
Balancing Risks 
and Rewards

AI in Action: Beyond 
Experimentation to 
Transform Industry

Blueprint to Action:  
China’s Path to 
AI-Powered Industry 
Transformation

Artificial Intelligence 
in Financial Services

Frontier Technologies 
in Industrial 
Operations: The 
Rise of Artificial 
Intelligence Agents

Artificial Intelligence in 
Media, Entertainment 
and Sport

The Future of 
AI-Enabled Health: 
Leading the Way

Intelligent Transport, 
Greener Future: 
AI as a Catalyst 
to Decarbonize 
Global Logistics

Upcoming 
industry report: 
Telecommunications

Upcoming 
industry report: 
Consumer goods
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Foreword

Adoption of artificial intelligence (AI) is accelerating 
across the economy as organizations seek to 
harness its potential rewards. To support this, the 
AI Governance Alliance, launched by the World 
Economic Forum in June 2023, was established 
to provide guidance on the responsible design, 
development and deployment of AI systems.

Historically, insufficient attention has been given to 
the potential cybersecurity risks of AI adoption and 
use. This report highlights the steps that need to be 
taken to ensure that cybersecurity is fully embedded 
within the AI adoption life cycle.

Amid a business landscape that is increasingly 
focused on responsible innovation, this report 
offers a clear executive perspective on managing 
AI-related cyber risks. It empowers leaders to invest 
and innovate in AI with confidence, and exploit 
emerging opportunities for growth. To unlock full 
potential, it is essential to develop a comprehensive 
understanding of these cyber risks and related 
mitigation measures.

Throughout the report, we explore a central 
question: How can organizations reap the 
benefits of AI adoption while mitigating the 
associated cybersecurity risks?

This report provides a set of actions and guiding 
questions for business leaders, helping them to 
ensure that AI initiatives align with overall business 
goals and stay within the scope of organizations’ 
risk tolerance.

It additionally offers a step-by-step approach to 
guide senior risk owners across businesses on the 
effective management of AI cyber risks. This approach 
includes: assessing the potential vulnerabilities and 
risks that AI adoption might create for an organization, 
evaluating the potential negative impacts to the 
business, identifying the controls required and 
balancing the residual risk against anticipated benefits.

Though focused on AI, the approach can be adapted 
for secure adoption of other emerging technologies.

This report draws on insights from a World 
Economic Forum initiative, developed in 
collaboration with the Global Cyber Security 
Capacity Centre (GCSCC) at the University of 
Oxford. Through collaborative workshops and 
interviews with cybersecurity and AI leaders from 
business, government, academia and civil society, 
participants explored key drivers of AI-related cyber 
risks and identified specific capability gaps that need 
to be addressed to secure AI adoption effectively.

Sadie Creese 
Professor of Cybersecurity; 
Director and Technical 
Board Chair, Global Cyber 
Security Capacity Centre, 
University of Oxford

Jeremy Jurgens 
Managing Director, 
World Economic Forum

Artificial Intelligence and Cybersecurity: 
Balancing Risks and Rewards

January 2025
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Executive summary

AI technologies offer significant opportunities, and 
their application is becoming increasingly prevalent 
across the economy. As AI system compromise 
can have serious business impacts, organizations 
should adjust their approach to AI if they are 
to securely benefit from its adoption. Several 
foundational features capture best practices for 
securing and ensuring the resilience of AI systems:

1. Organizations need to apply a risk-based 
approach to AI adoption.

2. A wide range of stakeholders need to be involved 
in managing the risks end-to-end within the 
organization. A cross-disciplinary AI risk function 
is required, involving teams such as legal, cyber, 
compliance, technology, risk, human resources 
(HR), ethics and relevant front-line business units 
according to specific needs and contexts. 

3. An inventory of AI applications can help 
organizations to assess how and where AI is 
being used within the organization, including 
whether it is part of the mission-critical supply 
chain, helping reduce “shadow AI” and risks 
related to the supply chain.

4. Organizations need to ensure adequate 
discipline in the transition from experimentation 
to operational use, especially in mission-
critical applications.

5. Organizations should ensure that there 
is adequate investment in the essential 
cybersecurity controls needed to protect AI 
systems and ensure that they are prepared to 
respond to and recover from disruptions.

6. It is necessary to combine both pre-deployment 
security (i.e. the “security by design” principle – 
also called “shift left”) and post-deployment 
measures to monitor and ensure resilience and 
recovery of the systems in use (referred to in 
this report as “expand right”). As the technology 
evolves, this approach needs to be repeated 
throughout the life cycle. This overall approach 
is described in the report as “shift left, expand 
right and repeat”.

7. Technical controls around the AI systems 
themselves need to be complemented by 
people- and process-based controls on 
the interface between the technology and 
business operations. 

8. Care needs to be paid to information 
governance – specifically, what data will be 
exposed to the AI and what controls are 
needed to ensure that organizational data 
policies are met.

It is crucial for top leaders to define key parameters 
for decision-making on AI adoption and associated 
cybersecurity concerns. This set of questions can 
guide them in assessing their strategies:

1. Has the appropriate risk tolerance for AI 
been established and is it understood by all 
risk owners? 

2. Are risks weighed against rewards when new AI 
projects are considered? 

3. Is there an effective process in place to govern 
and keep track of the deployment of AI projects? 

4. Is there clear understanding of organization-
specific vulnerabilities and cyber risks related to 
the use or adoption of AI technologies?

5. Is there clarity on which stakeholders need to be 
involved in assessing and mitigating the cyber 
risks of AI adoption? 

6. Are there assurance processes in place to 
ensure that AI deployments are consistent 
with the organization’s broader organizational 
policies and legal and regulatory obligations?

By prioritizing cybersecurity and mitigating risks, 
organizations can safeguard their investments in 
AI and support responsible innovation. A secure 
approach to AI adoption not only strengthens 
resilience but also reinforces the value and reliability 
of these powerful technologies.

A secure approach to AI adoption can 
allow organizations to innovate confidently.
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Introduction: The scope

This report is part of a series exploring the 
transformative role of artificial intelligence (AI) across 
industrial ecosystems, along with cross-industry, 
industry-specific and regional perspectives. It is 
specifically focused on how organizations can reap 
the benefits of AI adoption while mitigating the 
associated cybersecurity risks.

The business benefits of adopting AI can be 
considerable, but the cyber risks of embedding 
these technologies into an organization are not 
always considered from the outset. By adopting AI, 
businesses may find themselves vulnerable to new 
threats that they do not yet know how to defend 
themselves against. 

The impact of AI on cybersecurity can be 
considered to fall into three broad categories: 

 – The use of AI by threat actors: Threat actors 
are using AI to enhance their capabilities and 
make their tactics, techniques and procedures 
more potent, and attacks more effective.

 – The use of AI by defenders: In parallel, 
cyber defenders are harnessing AI to enhance 
cybersecurity capabilities, facilitating wider 
prevention, more accurate threat detection, 
autonomous remediation and more rapid and 
effective incident response.

 – Cybersecurity for AI: The use of AI is 
creating an expanded attack surface that 
might be exploited by threat actors. Existing 
methods need to be extended to address 
new vulnerabilities that are inherent in AI, but 
that may not be as relevant for “classical” 
IT systems.

This report focuses on the third of these – 
namely, the need to adopt AI systems with due 
consideration for the emergent cyber risks. It 
contains guidance for business leaders and senior 
risk owners on managing the cyber risks associated 
with the implementation of AI technologies while 
innovating in their use of AI.

Cyber risks related to AI adoption have 
to be considered by business leaders 
and senior risk owners alike.

The triangle of AI impacts on cybersecurityF I G U R E  1

Cybersecurity capabilities need to innovate to 
protect the business; consequence of attacks 

are tightly linked to business processes

New attack surface offers new 
targets and attack vectors, 
which will need to be defended

Next-generation cyber arms race 
driven by threat interest and 

potential for collateral damage

Wider attack surface and 
cyber harms to enterprise

New attack surface and propagation 
of risks across businesses

Enhanced cyber 
defence tools: 

Better prevention and attack 
detection, and more effective 

incident response

More potent 
cyberattacks: 

Toxicity of cyberspace 
increases, targeting of 
victims more effective

Impacts of AI on cybersecurity

Artificial Intelligence and Cybersecurity: Balancing Risks and Rewards 6



The use of AI by threat actorsB O X  1

Cybercriminals can harness AI capabilities to 
amplify the scale, sophistication and speed of their 
malicious activities, presenting unprecedented 
challenges in cybersecurity defence.

 – Impersonation, social engineering and 
spear phishing: The criminal use of AI has 
not only bolstered the scope and efficiency 
of cybercrime (including identity theft, fraud, 
data privacy violations and intellectual property 
breaches), but has also lowered the barriers 
to entry for criminal networks that previously 
lacked the technical skills.1 A research study 
found that large language model (LLM)-
automated phishing can lead to an over-95% 
reduction in costs, while maintaining or even 
exceeding previous success rates.2 

 – Reconnaissance: AI has enhanced 
reconnaissance efforts for cybercriminals 
by automating and refining the information-
gathering process. Attackers can efficiently 
analyse vast amounts of data from various 
sources, such as by scraping social media, 
public records and network traffic to identify 
potential targets and vulnerabilities. Though 
not a novel use case, AI tools can process 
and correlate this data with greater speed and 
accuracy, making target selection and external 
surface scanning more efficient and effective.3 
For example, AI can detect and map out 
organizational structures, pinpoint weaknesses 
in security configurations and predict likely 
security behaviours and responses.

 – Discovering and exploiting zero-days: AI 
allows cybercriminals to accelerate the process 
of discovering unpatched vulnerabilities 
such as zero-days – unknown vulnerabilities 
that do not have any patch or fix available – 
more efficiently and at scale. AI-enabled 
reconnaissance tools not only streamline the 
identification of zero-day vulnerabilities but 
also make it easier to create custom malware 
capable of exploiting these weaknesses before 
patches can be deployed. Researchers have 
also found that multiple GPT-4 models working 
in tandem are capable of autonomously 
exploiting zero-day vulnerabilities.4

 – Compromising AI systems: This involves 
cybercriminals exploiting weaknesses in 
AI training datasets via data poisoning 
attacks,5 model architectures and operational 
frameworks. Data poisoning can degrade a 
model’s performance and reliability, leading 
to erroneous outputs6 with far-reaching, 
sector-specific consequences. In the 
financial sector, for example, a successful 
data poisoning attack could manipulate 
algorithms used for credit scoring or fraud 
detection. Such outcomes not only undermine 
the integrity of systems, but also expose 
institutions to significant financial losses and 
reputational damage.

In the next decade, companies will be defined by their AI 
strategy: innovators will succeed, while resistors will vanish. 
Today’s chief information security officers (CISOs) play a critical 
role in this journey, and must move from blocking the use of AI, 
to enabling it. But with the technology still in its infancy, the lack 
of understanding around AI has the potential to shift the balance 
of power to threat actors. The only viable defence is fighting AI 
with AI – developing personalized, adaptive security approaches 
that can protect an organization at speed and at scale.

Matthew Prince, CEO and Co-Founder, Cloudflare
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1

Cybersecurity requirements for AI technologies 
should be considered in tandem with business 
requirements. How a business is using AI should 
determine security needs, what to protect and when. 
There are numerous influencing factors that drive 
cybersecurity requirements, including: the criticality 
of the business processes and control systems using 
AI and the degree of dependency these processes 
have on the AI system outputs; the sensitivity 
of the data and devices that AI is involved in 
processing and controlling; and the risk culture of the 
organization and its approach to digital innovation.

Businesses are innovating with AI in a range of ways, 
and are at various stages in the adoption cycle:

 – Experimentation and piloting: Much of current 
AI deployment by businesses is explorative or 
experimental. According to research from the AI 
Governance Alliance, organizations are commonly 
using “smaller, use-case-based approaches that 
emphasize ideation and experimentation”.7 There 
is, however, a risk of experiments becoming 
embedded within live business operations 
without the rigorous risk assessment, system 
testing and user training required. 

 – Unconscious use of AI through product 
features (off-the-shelf software): For some 
organizations, the adoption process involves 
a more gradual – and at times passive – 
approach. Under this approach, AI is introduced 
in enterprise processes through new features 
or the enhancement of tools and platforms 
already available in an organization’s ecosystem 
– e.g. enterprise resource planning (ERP), HR 
and IT management platforms. This process 
presents the risk of introducing shadow 
AI. A lack of formal roll-out programmes 
may decrease transparency, which can in 
turn weaken management processes and 
leadership oversight. Businesses require 
visibility and close coordination with vendors 
to assess AI feature capabilities and effectively 
evaluate potential risks. Furthermore, lax 
software management in organizations can 
amplify this type of risk due to the introduction 
of AI through unsanctioned or unmonitored 
tools (e.g. open source tools used by 
developers, browsers or software plugins). 

The context of AI adoption 
– from experimentation to 
full business integration
Understanding business context is essential 
for identifying the security needs of AI.
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 – Roll-out and integration into live operations: 
Some organizations have already identified the 
business opportunities presented by AI and are 
moving to full deployment. However, they may 
not be conducting proper cyber risk assessments 
or implementing appropriate controls. 
Organizations need to ensure that there’s 
adequate discipline around the transition from 
experimentation to operational use, especially in 
mission-critical applications. The cybersecurity 
market’s ability to support specialized tools 
for protecting the confidentiality, integrity and 
availability of related systems and services may 
also not be mature enough to enable these 
organizations to implement AI systems securely.

 – Disparate projects across the organization: 
In most large businesses, there are multiple 
projects exploring the use of AI across 
different functions and channels. These are not 
necessarily following a coordinated process, so 
assessment of risk to the business may not be 
sufficiently aligned. This applies to both full roll-
out and gradual creep scenarios.

 – Hosted by third-party versus on-premises: 
Often, businesses are using third-party AI 
services hosted in the cloud. Such operations 
do not absolve the business from managing 
cybersecurity of the AI assets, but they do 

change the mitigation controls available 
and create a need to negotiate appropriate 
protections from the suppliers.

 – Internal AI tools development: Many 
organizations started offering AI features in 
their public digital services. Some of these are 
based on existing commercial or open- source 
tools. Others are developed internally. In either 
case, security requirements need to be properly 
established at the development stage.

Organizations may also be entering the decision-
making process on risk at different stages:

 – AI technologies may already have been 
embedded into the business processes or core 
assets. In this case, risk owners need to map 
what has been implemented and assess how to 
manage security retroactively. 

 – In other cases, the process might start with a 
risk-reward-based decision about whether to 
embed AI into operations or products. Under 
this approach, the AI system is only moved 
into the live environment when the rewards 
are determined to outweigh or justify the risks. 
This risk-reward-based decision necessitates 
a proactive approach to security, which can be 
integrated during the design phase.

AI holds enormous potential to advance the way people live and 
work, but we must ensure that we apply these powerful tools 
ethically and sustainably. Rapid advances in AI create opportunities 
but also introduce significant cybersecurity and governance 
challenges. As AI systems become more integrated into our lives, 
we must build secure AI platforms that protect against adversarial 
attacks and safeguard data integrity by following secure-by-design 
principles. Additionally, we need to introduce the appropriate level of 
governance in both development and usage to ensure trustworthy AI.

Antonio Neri, President and Chief Executive Officer,  
Hewlett Packard Enterprise
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2 Emerging cybersecurity 
practice for AI
Securing AI systems demands early mitigation, 
ongoing operational security, enterprise-level 
risk management, and frequent reassessment 
of vulnerabilities.

While the understanding of attackers’ and defenders’ 
use of AI is well established, the recognition of the AI 
system as an asset to be protected is relatively new. 
Literature is emerging on the cybersecurity risks 
associated with AI systems. A range of initiatives are 
seeking to outline and categorize the cybersecurity 
threats and risks emerging from the use of AI, 
including from MITRE8 and the UK National Cyber 
Security Centre (NCSC).9 Emerging guidance and 
policies are highlighting requirements needed to 
address these risks, including (but not limited to):

 – The Dubai AI Security Policy10

 – The Cyber Security Agency (CSA) of 
Singapore’s Guidelines and Companion 
Guide on Securing AI Systems11

 – The UK Department for Science, Innovation 
and Technology’s (DSIT’s) developing AI Cyber 
Security Code of Practice12

 – The National Institute of Standards and 
Technology’s (NIST’s) taxonomy of attacks 
and mitigations13

 – The Open Worldwide Application Security 
Project’s (OWASP) AI Exchange14

Simultaneously, evidence of real-world AI 
cybersecurity vulnerabilities, threats and incidents 
is being collected, and numerous repositories and 
databases are being created.15

Artificial Intelligence and Cybersecurity: Balancing Risks and Rewards 10



AI systems do not exist in isolation. Organizations 
need to consider how the business processes 
and data flows built around AI systems can be 
designed in a way that reduces the business impact 
that a cybersecurity failure might cause. Where 
assurance on the security of underlying AI or on the 
effectiveness of defences is limited, it’s crucial to 
consider how any compromise might be overcome. 

This could include implementing additional controls 
outside the system itself, or reviewing what data 
should or should not be exposed to the AI. 

To enable such an end-to-end view, risks 
and controls need to be integrated into wider 
governance structures and enterprise risk 
management processes.

Alongside shifting left and expanding right, any 
approach for mitigating the cybersecurity risks 
associated with AI adoption needs to consider how 
the technology will evolve and how business use 
will change over time. This should be facilitated 
via repeated re-evaluation of risks and controls, 
alongside frequent rehearsal and regular testing of 
the organization’s preparedness (e.g. war gaming, 

tabletop exercises, disaster recovery drills). This 
presents another opportunity to further integrate 
cyber risk assessment and intelligence capabilities 
into the resilience cycle and adjust testing strategies 
based on evolving AI risk profiles and threat actor 
developments observed across the industry. This 
means that leaders need to expand right, i.e. 
embed cyber resilience, and repeat.

2.4 Taking an enterprise view 

2.3 Shift left, expand right and repeat 

The question of how to secure AI is closely related 
to a wider body of work related to AI safety. This 
work is a significant aspect of the AI Governance 
Alliance’s (AIGA’s) agenda. This approach promotes 
the need to “shift left”, i.e. implement safety 
guardrails early in the AI system life cycle (namely, at 

the building and pre-deployment stages) to mitigate 
related risks.16 As an example of safe and secure-
by-design AI technologies, it mandates the use of 
processes that address inherent vulnerabilities in the 
AI systems and services being used and procured 
by organizations. 

Not all risks can be mitigated at the building 
and pre-deployment stages. It is not possible 
to eliminate all system vulnerabilities, and there 
will always be threat actors who will succeed in 
circumventing the mitigating measures in place. 
To complement the security-by-design practices 
that help organizations develop AI technologies 
securely and ethically, businesses need to 
implement cybersecurity practices that will protect 
AI systems once they are in use. 

This requires:

 – An understanding of the wider risks faced by 
businesses using and depending on AI 

 – An understanding of the risks associated with 
the criticality of the data being processed 

 – Effective operational cybersecurity capabilities to 
protect against these risks and detect attacks

 – Effective response and recovery processes to 
deal with incidents when they occur 

In short, organizations will need to both “shift left 
and expand right”.

2.1 Shift left

2.2 Shift left and expand right 
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3 Actions for 
senior leadership
Leaders’ decision-making on AI adoption 
should be guided by security considerations

Leaders are responsible for ensuring that adoption 
of AI technologies aligns with their organization’s 
goals and objectives, and that the risks that arise fall 
within the scope of their organization’s risk tolerance.

Cutting through the hype to 
understand risk and reward

Before making any decision to deploy AI into core 
operations, businesses need to ensure that the 
benefit is commensurate with costs and risks. 
To be sure of this, businesses need to take the 
potential risks of AI system failures (either accidental 
or due to malicious attacks) into account. Because 
of the speed of AI evolution, the risk-reward 
balancing decision may need to be reviewed on a 
frequent basis. 

Promoting AI security-by-
design and by-default

Because AI is rapidly evolving and security 
standards are relatively immature, business leaders 
should be aware that some products are likely to 
be less secure than others, and should therefore 
be approached with more caution. Leaders should 
demand robust third-party risk management and 
use the organization’s purchasing power to promote 
AI security-by-design and by-default.

Embedding AI cyber risks 
into cross-organizational 
risk management

Managing AI-related cyber risks effectively requires 
a multidisciplinary approach. Technology and 
security teams alone cannot prevent incidents from 
occurring. Front-line business teams need to assess 
the potential business impacts, and specialists – 
e.g. in HR and/or legal teams – need to assess 
the potential liabilities that might arise. They have 
a significant role to play in establishing contingent 
mitigation. Such multidisciplinary arrangements 
may already be embedded within the organization’s 
enterprise risk management. If not, they will need to 
be created bespoke to AI challenges.

Managing the decision-making process in a large 
organization can be complex. Some organizations 
may have a central AI policy, with divisional or 
local leadership responsible for decision-making 
within that policy. Smaller organizations may be 
able to operate a flatter governance structure, with 
decisions being made by the boardroom. In both 
cases, it is important to be very clear about where 
accountability for cyber risks sits.

Ensuring adequate investment 
in essential cybersecurity 
operations

Leaders need to ensure adequate investment in the 
cybersecurity controls and tools that are needed to 
protect AI systems, and ensure that the business 
is prepared to respond to and recover from 
disruptions. Chief information security officers need 
to be empowered to challenge both technology 
teams and business teams seeking to embed the 
technology within their operations. Security teams 
should be equipped with the necessary resources 
to adapt their capabilities and address new 
threats arising from AI use within the organization. 
Innovation investments for AI should be coupled 
with security investments to ensure that security is 
embedded throughout the AI system life cycle. This 
approach will help organizations define a reusable 
approach for mitigating complex technology risks, 
leaving them better prepared for future disruptions. 

Engaging with national and 
sector-specific strategies 
and standards

Business leaders should be aware of the rapidly 
changing regulatory environment (particularly that 
relating to the markets they operate in). It will be 
necessary to consider how the specific local and 
regional AI contexts – including strategies and 
standards – impact business operations and risks. 
Additionally, relevant controls will need to be put 
in place to ensure businesses are meeting their 
obligations. For many, this will mean not only a 
watching brief on legal and regulatory compliance 
matters, but also on emerging threats and 
technological risks.
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Questions for business 
leaders to consider

It is crucial for business leaders to define and 
communicate key parameters within which 
decision-making on AI adoption and its associated 
cybersecurity can be conducted. This set of 
questions is designed to guide them in assessing 
their current strategies, identifying potential 
vulnerabilities and cultivating a culture of security 
within their organizations.

1.  Has the right risk tolerance for AI 
technologies been established and is it 
understood by all risk owners? 

The organization might choose to be an early 
mover, recognizing the potential risks, or might 
take a more conservative approach. In both cases, 
there is a need to oversee the management of 
cybersecurity risks before, during and after the 
deployment of AI systems. The oversight and 
leadership scrutiny should generate evidence that 
AI risks are well understood, that stretch scenarios 
have been considered and that choices are in line 
with the wider risk tolerance of the business.

2.  Is there a proper balancing of the risks 
against the rewards when new AI projects 
are considered? 

It’s crucial to assess how the potential upsides of 
AI projects align with the strategic direction of the 
business, when balanced against the novel risks 
these technologies might introduce. The potential 
rewards should be well qualified, and consideration 
should be given to the potential risks in any decision 
to use in operations.

3.  Is there an effective process in place to 
govern and keep track of the deployment 
of AI projects within the organization? 

This is particularly challenging in complex 
organizations in which experimentation and 
deployment may be occurring in multiple 
departments and subsidiaries. A clear process 
should be defined for making decisions on AI projects 
(including when to move them from experimentation 
to operational use). It is also important to monitor live 
AI systems to make sure users are not inadvertently 
exposing the organization to additional risk. 

4.  Is there a clear understanding of the 
organization-specific vulnerabilities and 
cyber risks related to the use or adoption 
of AI technologies?

There are novel vulnerabilities associated with AI 
technologies such as data-poisoning, inference 
engine sabotage and prompt jailbreaking. These 
could lead to operational disruption and data 
loss, or could exacerbate issues such as a lack 
of explainability and reliability, or potential for bias. 
A comprehensive risk assessment is required to 
identify the vulnerabilities of the AI systems and 
potential impact of compromise on the business. 
Timely access to relevant threat intelligence and 
advice will support greater situational awareness 
of the organization’s risk exposure.

5.  Is there clarity on which stakeholders within 
the organization need to be involved in 
assessing and mitigating the cyber risks 
from AI adoption? 

There must be involvement from relevant front-
line business teams, from legal, risk, audit and 
compliance, and from communications and 
technology. The various ways in which the AI is 
embedded into the operational and decision-
making processes of the business need to account 
for the possibility of security failure, and mitigating 
controls put in place around deployment and 
operation need to limit the potential impact of 
adverse cyber events. The relevant accountable 
stakeholders should be identified. Clear 
responsibilities need to be set for AI-related cyber 
risks, and associated duties need to be clarified 
should a cyber incident occur. 

6.  Are there assurance processes in place to 
ensure that AI deployments are consistent 
with the organization’s broader organizational 
policies and legal and regulatory obligations 
(for example relating to data protection or 
health and safety)? 

Proposals for new AI deployments need to 
be tested to ensure compliance with wider 
organizational policies. Formal sign-off by relevant 
accountable stakeholders within the organization 
may be required. This review process will need to 
be revisited as the technology and its business 
use evolve.
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There are several contextual factors that may influence 
the risk exposure of organizations adopting AI:

Understanding how the organization’s 
context influences the AI cyber risk

Steps towards effective 
management of 
AI cyber risk
Evaluating the cyber risks resulting 
from AI adoption is essential for all 
organisations intending to innovate.

This chapter presents a set of steps for implementing 
oversight and control of cyber risks related to AI 
adoption and use. It is designed to be used by 
senior risk owners within an organization. The steps 
aim to guide the assessment of cybersecurity risks 
resulting from the adoption of AI technologies, and 
the implementation of the necessary mitigations. 

The decision-making process will, in many 
cases, be iterative. Senior risk owners should 
revisit risk-reward evaluations after analysing the 
potential impact scenarios. The process starts 
with an assessment of the AI risk context of the 
organization, and ends with the deployment of 
leading practices throughout the AI life cycle.

Step 1

Characteristics influencing the cyber risks faced by organizations adopting AIF I G U R E  2

Creator of its 
own AI models

Level of AI 
autonomy

Nature of 
business

Geographical 
context Threat context

–  Provider to others

–  Early adopters 
versus more 
conservative users

–  Level of local 
innovation/
service provision

–  Level of oversight
by humans

–  Level of influence 
on critical processes 
(and explainability 
of influences)

–  Risk tolerance

–  Size/resource 
(including
for cybersecurity)

–  Sector

–  Safety-critical
functionalities

–  Downstream 
dependencies on 
business processes

–  Adversarial context 
(see threat actors 
context)

–  (Stable) cybersecurity
and related
regulations/legislation

–  Operational 
collaboration bodies/
networks, e.g. threat-
intelligence sharing

–  Local market for 
cybersecurity products 
and services

–  Compliance with 
(various competing) 
standards

–  Infrastructure 
sovereignty (versus 
outsourced capability)

–  Capability/resource

–  Intent

–  Frequency

–  Credibility

AI outputs drive critical 
business processes 
autonomously

Consumer of 
AI services 

AI outputs inform 
decision-making 
by humans

Critical 
infrastructure 
organization

Non-critical 
infrastructure 
organization

High national/
regional cybersecurity 
capacity

Limited national/
regional cybersecurity 
capacity

Politically 
motivated sabotage

Cybercriminals 
and activists

Position in the 
AI supply chain 
and appetite 
for innovation
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Position in the supply chain and appetite for 
innovation: Organizations leading in AI innovation 
(either as sellers or consumers with market-leading 
capabilities) are likely to face risks from using 
newer technologies that may contain undiscovered 
vulnerabilities. More conservative users that procure 
more mature AI technologies may face fewer risks, 
as more will be known about vulnerabilities and 
effective control practices.

Nature of business: Which sectors the business 
operates in can affect their risk exposure. For 
example, critical national infrastructure organizations 
may be more likely to face high threat levels from 
attackers motivated by high harm potential or value, 
and to be subject to cybersecurity regulation. The 
size of the business could influence its resources 
for implementing AI risk mitigation, while the level 
of dependence from other businesses downstream 
affects the extent to which impacts of compromise 
might propagate.

Geographical context: Where the organization is 
conducting business will have a strong influence on 
their cybersecurity posture and residual cyber risk. 

The level of cybersecurity capacity of the country 
may influence the level of cybersecurity regulation 
that the organization is subject to. This might 
also affect the organization’s access to a skilled 
professional workforce – though this might be less 
of an issue for large multinational organizations 
– and the availability of trusted sovereign 
cybersecurity infrastructures or threat/intelligence 
sharing channels.

Level of AI autonomy: Where autonomous 
AI drives business processes without human 
oversight, this may create greater risk. Lower risk is 
faced when there is little autonomy or strong human 
oversight to limit risk propagation.

Threat context: The type of threat actor faced by 
an organization determines the level of risk. More 
capable, resourced and motivated threat actors will 
create greater risk for potential victims.

It is necessary for organizations to consider how 
these risk contexts apply to them. This then informs 
later steps, during which the potential risks and 
impacts will be identified.

There may be a lack of clarity around the true 
benefits of AI technologies, as use cases are still in 
development, making accurate risk-reward analysis 
challenging. However, understanding the business 
drivers for the implementation of AI technologies 
will help to promote understanding of the expected 
rewards that are being sought. Research by the AI 
Governance Alliance has informed categorization of 
the opportunities that generative AI is perceived to 
be creating for businesses:17 

 – Enhancing enterprise productivity

 – Creating new products or services

 – Redefining industries and societies (e.g. 
making sectors such as healthcare more 
efficient and responsive to market changes – 
e.g. accelerating drug discovery).

It is essential to build understanding of the 
proposed integration of AI in the business. This 
should incorporate which systems, processes, 
information and data is involved, as well as which 
stakeholders and why. 

Key questions can help organizations to develop an 
understanding of the new risk exposure that the use 
of AI might bring:

1. What parts of the business might be dependent 
on AI and could be impacted should the AI 
systems be compromised?

2. What key business value, e.g. revenue, reputation, 
process efficiency, need to be protected?

3. Might the deployment of AI put crown jewels – 
assets of greatest value to the organization – and 
broader critical assets and processes at risk? 

4. What new assets and processes related to 
the AI system itself need to be protected? 

New technology brings the potential for new 
vulnerabilities. These typically fall into the 
following categories:

 – Inherent software vulnerabilities

 – Vulnerabilities introduced by humans’ 
configuration and use of the technologies, 
particularly since this may require new and 
untrained practice

 – Vulnerabilities in interfaces with other digital 
systems, e.g. weak links between software, 
hardware, operating system

Understanding the rewards

Identifying the potential risks and vulnerabilities

Step 2

Step 3
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Organizations need to develop an understanding 
of what vulnerabilities might be introduced as 
they adopt AI technologies, and of which security 
properties might be weakened should threat actors 
successfully exploit them. 

Consider Figure 3, which details the potential areas 
of vulnerability of the AI system:

 – The core AI infrastructure and supporting 
infrastructure that needs to be taken into 
consideration

 – How this could expand attack surface and how 
this infrastructure might be compromised

 – The security properties that must therefore be 
considered at risk 

New tech, same need for securityB O X  2

The traditional CIA triad remains critical: the 
compromise of AI systems and supporting 
infrastructure has the potential to impact on the 
Confidentiality, Integrity and Availability of data and 
assets. Other important security properties include:

 – Explainability: refers to the concept that human 
users can comprehend the outputs generated 
by the AI model. 

 – Traceability: a property of the AI that signifies 
whether it allows users to track its processes 
– including understanding the data used and 
how it was processed by the models. 

A lack of explainability or traceability may affect 
the organization’s ability to investigate and mitigate 
against the impacts of an AI-system compromise.

AI system attack surface and security propertiesF I G U R E  3

Input
Data sources feeding into AI models 
(customer data, customer requests, 
internal requests, sensors, internal 
applications e.g. calendars)

Examples of compromise
–  Prompt injection
–  Model evasion (input data altering 

model behaviour)
–  Jailbreaking

Related security properties
–  Data integrity: lineage, completeness, 

bias management, timeliness 
(up-to-date)

–  Availability of input data
–  Confidentiality of input data

Monitoring and logging
Tools for monitoring the performance 
and security of AI systems

Data storage
Examples of compromise
–  Leakage of data
–  Manipulation or insertion of data 

(leading to model poisoning)

Underlying hardware/software 
stack, operating system
Examples of compromise
–  Exploitation of vulnerabilities leading to 

compromise of underlying infrastructure

APIs and interfaces
Examples of compromise
–  Exploitation of vulnerabilities leading to 

data compromise at APIs 
Manipulated input or output data

Model development and update
Examples of compromise
–  Malign insertion of vulnerabilities (backdoors)
–  Developer errors
–  Compromise of development environment

Output
Data outputted by the AI model

Examples of compromise
–  Manipulation of data post-output 

(e.g. through API compromise)
–  Leakage of data post-output
–  Otherwise preventing output data 

from reaching business applications

Related security properties
–  Data integrity
–  Data reliability
–  Availability of output data
–  Confidentiality of output data
–  Explainability of output data

Business 
applications
(What is the output 
data used for)
(Non-exhaustive list)

–  Driving business 
processes

–  Presenting 
information to 
end users/clients 
(recommendation 
engines, 
chatbots)

Core AI infrastructure

Directly supporting infrastructure

Related security properties
–  Integrity (of monitoring information)
–  Confidentiality of monitoring and model data

Model
AI model deployed in a live 
environment

Examples of compromise
–  Exploitation of vulnerabilities
–  Alteration of model code

Related security properties
–  Integrity of model 
–  Reliability of model 

(can it produce accurate and 
consistent information)

–  Model explainability and traceability
–  Confidentiality of model
–  Availability of model functionality

–  Manipulation of monitoring tools’ integrity
–  Data leakage from monitoring tools
–  Compromise of monitoring tools access

Lateral movement, e.g. to access AI model code

Examples of compromise

Training
The process of training the AI model on datasets, 
which may continue during deployment

Examples of compromise
–  Training data poisoning
–  Compromise of training environment

Related security properties
–  Data integrity
–  Availability of training data
–  Confidentiality of training data
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The negative impacts caused by the compromise 
of AI technologies may go beyond those associated 
with traditional cyber risks. 

Key novel risks of AI-enabled business

1. Limited fairness due to inherent bias in products

2. Limited explainability of AI model, leading to 
reduced potential for human scrutiny 

3. Unreliable outputs that decrease confidence and 
impede the ability to check the system reliability 

4. New exploitable attack surface with 
limited controls

5. Privacy risks relating to personal data exposure 
via pattern-of-life generation

6. Exposure of confidential data through (possibly 
accidental) inclusion in AI training datasets

These risks can lead to negative impacts to the 
business, including reputational damage, loss of 
market position, loss of revenue, and legal and 
regulatory violations.

Assessing potential negative 
impacts to the business

Technical impacts of AI compromise can lead to business impactsF I G U R E  4

1

2

3

Technical impacts

Business-application impact

Business applications 
e.g. customer-relationship management 

system; accounting software; 
cyber-physical systems etc. 

Business processes  
Depends on types of business 

process involved
Propagation to 

dependent internal 
business processes

External impacts
Individual users

Client organisations
Societal functions

Lack of explainability or traceability 
may affect ability to mitigate 
impacts and reduce harms

Integrity and 
reliability of 
data input  

Integrity of business-
process outputs

Availability of business-
process outputs

(Depends on extent to which 
human oversight versus full 
automation affects level of 

impact on business processes)

(Depends on extent to which 
internal business processes 

are interdependent)

(Depends on extent to which 
internal business processes 

impact on external processes)

Integrity of 
application 

output

Availability of 
data input 

Availability of 
application 

output

Business-process impact Impact propagation

Compromise of the integrity or availability of data fed from AI models into business applications

Breach of confidentiality of the data, business-process-related IP, or AI models

Abuse of an organization’s AI models by an adversary (e.g. using them to disseminate harmful content) 

Business impacts

Explainability or 
traceability of 
data input 

Explainability 
or traceability 
of application 

output

Harms

Step 4
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Harm-propagation trees

Attacks on AI systems can propagate further 
harms to businesses. They can also affect the 
wider ecosystem – for example, through impacts 
on downstream clients’ processes or on societal 
processes that affect citizens. Analysing how an 
initial impact event might lead to further harms can 
strengthen resilience planning, as a more intricate 
set of events can be forecasted and planned for.

Harm-propagation trees are a tool for achieving 
this. They are a map of the negative consequences 
resulting from each event.18 The process of creating 

a harm tree starts with identifying an initial impact 
event, and recording any impacts that could 
potentially result from it. Any further impacts that 
might result from these new impacts are then 
recorded in an iterative process. 

Figure 5 shows an example of the harms 
a business might experience from an initial 
business interruption. The full scale of potential 
harms is broad, including the costs of incident 
response services such as legal and public 
relations (PR) services, forensics and breach 
counselling. It also includes other technical costs, 
such as for restoration and hosting during the 
period of compromise.

Harm tree example. Initial impact: business interruptionF I G U R E  5

Cloud hosting 
for the period of 

compromise Notification 
of regulator

Incident 
response

Digital restoration 
(e.g. recoding 

of website)

Restoration 
from back ups

Digital restoration 
(e.g. recoding of 

website)

Cost for new 
infrastructure

Privacy/breach 
councelling

Forensics
Software 

consultants

Credit 
monitoring

Lawyer 
services

Notification Indemnity

Update 
defenses

PR services

Regulatory 
fines

Business
interruption

Source: Axon, L. et al. (2019). 2019 International Conference on Cyber Situational Awareness, Data Analytics And Assessment.
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Many existing cybersecurity control frameworks that 
are not AI-specific remain relevant for addressing 
cyber risks associated with AI adoption. What may 
differ is the way in which these controls need to 
be applied to protect the AI system, as well as any 
potential gaps they leave for specific risks.

Basic cyber hygiene is 
the foundation 

It is critical to have a secure foundation of existing 
cybersecurity controls in place – i.e. basic cyber 
hygiene – to manage the cyber risks related to AI 
adoption. Some key practices include:

Avoiding vulnerabilities in the AI systems

Robust threat and vulnerability management 
practices help remediate critical exposures detected 
across systems, including AI technologies. It must 
also be complemented by secure configurations of 
the underlying hardware and software.

Limiting blast radius

Implementing controls for protecting the perimeters 
of systems – such as segmentation of networks and 
databases, and data-loss prevention – help limit the 
impact of an initial compromise of AI systems.

Accessing control

Ensuring that the AI systems and the infrastructure 
hosting AI algorithms and data are protected by 
access controls such as multi-factor authentication 
and strong privileged access management (PAM). 
These should be embedded as foundational 
security measures. 

Third-party risk management

Strong procurement processes for assessing the 
security of AI models and training data are also 
critical to avoiding integrity issues and reducing 
cyber risk exposures.

Information sharing

Organizations should collaborate with peers – 
across businesses and governments – to ensure 
that threat- and incident-sharing mechanisms take 
AI-related cyber risks into account. 

Education and awareness

Leaders need to develop an understanding of 
both the opportunities and risks associated with 
AI, and invest in training programmes to enhance 
AI awareness, create an organization-wide culture 
of responsible AI adoption and help employees 
recognize potential risks. Training should be tailored 
to the role of employees.

Mind the gaps: basic cyber 
hygiene is not enough

Some existing critical control capabilities will need 
to be tailored and updated in order to mitigate the 
cyber risks related to AI adoption, while other critical 
control capabilities will need to be developed from 
scratch to adequately mitigate the cyber risks of 
AI adoption. Examples of the former are set out in 
Table 1 and examples of the latter in Table 2.

Identifying options for risk mitigationStep 5

Example of existing control capabilities that need to be tailoredTA B L E  1

Control Description

Inventory of enterprise 
devices and software

Ensuring that all new assets (devices and software) relating to AI infrastructure (as well 
as the models) are inventoried

Business critical 
asset mapping

Mapping the infrastructure supporting the new AI system – including databases and 
application programming interfaces (APIs) – to ensure that its criticality is understood 
and that it is protected accordingly

Information 
governance

Ensuring that the application of AI to personal and other sensitive data does not 
undermine organizational information governance policies and data protection regulations

Pre-deployment 
integrity processes

Tailoring security-by-design processes (such as hardening, secure coding, etc.) 
specifically for AI data, inference models and technologies.

Business incident 
response strategy

Refreshing incident response procedures and business continuity plans to account 
for the impacts of AI-related cyber risks

Incident recovery tools 
and management

Updating tools and playbooks for recovering AI systems that have been compromised 
(e.g. “roll-back” procedures for AI models)

Defining the criteria under which AI should be switched off, if possible

Exercising Adapting the exercises with AI-related cybersecurity incidents to cover all major scenarios
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Example of existing control capabilities that need to be developedTA B L E  2

Control Description

Training data security Data inputs need to be protected and managed to avoid deliberate poisoning and 
accidental damage to the AI system.

Prompt curation Prompts need to be curated to mitigate risks of prompt injection and jailbreaking.

Output verification The integrity and reliability of AI outputs need to be verified. Currently, this is mostly 
driven by humans.

Monitoring and 
detection

The behaviours of AI systems need to be monitored to detect manipulation in a 
timely manner.

Red teaming and 
adversarial testing

Guidelines and tools for red-teaming AI models, systems and processes using AI outputs 
are required. This is particularly critical for regulated sectors that already mandate such 
testing. AI systems could be harnessed to red-team AI models with greater efficacy. 

Application of risk controls to the attack surfaceF I G U R E  6

Application 
software security: 
Ringfencing AI 
systems until their 
security is validated, 
before they are put 
into production and 
integrated with 
critical business 
processes

Monitoring and 
detection: Tools for 
monitoring AI-system 
behaviours to detect 
manipulation

Inventory of core 
AI assets: Ensuring 
that all new assets 
(devices and 
software) relating 
to AI infrastructure 
are mapped 

Inventory of 
supporting 
infrastructure: 
Mapping the 
infrastructure 
supporting the new 
AI infrastructure, 
such as databases 
and APIs, to ensure 
that its criticality is 
understood and that 
it is protected 
accordingly 

Data protection: 
Ensuring that new 
data requiring 
protection is 
identified, and its 
criticality (e.g. impact 
on business 
processes via the AI 
models) is mapped

Incident-response 
management: 
Incident-response 
procedures and 
refreshed 
business-continuity 
plans to account for 
the impacts of 
AI-related cyber risks

Incident-response 
management: 
Approaches and 
tools for recovering 
AI systems that have 
been compromised 
(“roll-back” 
procedures for 
AI models)

Penetration testing:  
Guidelines and 
tools for red-teaming 
AI models

Monitoring and 
detection:  
Approaches and 
tools for verifying the 
integrity and reliability 
of AI outputs – 
including the role of 
human oversight

Monitoring and logging
– Manipulation of monitoring tools’ integrity
– Data leakage from monitoring tools
– Compromise of monitoring tools access

Lateral movement

Input
–  Data poisoning
–  Prompt injection
–  Model evasion 

(input data causing 
altered model 
behaviour)

Model development and update
–  Malign insertion of vulnerabilities (backdoors)
–  Developer errors
–  Compromise of development environment

Training
–  Training data poisoning
–  Compromise of training 

environment

Output
–  Manipulation of 

data post-output 
(e.g. through API 
compromise)

Core AI infrastructure

Model
–  Exploitation of 

vulnerabilities
–  Alteration of 

model code

Directly supporting infrastructure

Data storage
–  Leakage of data
–  Manipulation or 

insertion of data 
(leading to model 
poisoning)

Underlying 
hardware/
software stack, 
operating system
–  Exploitation of 

vulnerabilities leading 
to compromise of 
underlying 
infrastructure

APIs and 
interfaces
–  Exploitation of 

vulnerabilities leading 
to data compromise 
at APIs 

Manipulated input 
or output data

Business 
applications
(What is the output 
data used for) 
(Non-exhaustive list)
–  Driving business 

processes
–  Presenting 

information to end 
users/clients 
(recommendation 
engines, chatbots)

Artificial Intelligence and Cybersecurity: Balancing Risks and Rewards 20



While implementing controls will reduce the cyber 
risk exposure of the organization, some residual 
risks are likely to remain. Decision-making on the 
adoption of AI should be informed by consideration 
of these risks in light of the potential rewards. Clarity 
on the qualified opportunity facilitates decision-

making on residual risk exposure. Leadership 
needs to acknowledge the residual risk, and 
make a decision on whether to accept it or refuse 
it. In a case of refusal, additional controls will need 
to be put in place.

Threats are constantly evolving, so organizations will need to regularly review 
the steps outlined above to ensure they are properly positioned. These 
steps are meant to be an iterative process and not a one-time activity. 

Balancing residual risk against 
the potential rewards

Repeat throughout the AI life cycle

Step 6

Step 7
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Conclusion
To fully benefit from the opportunities that AI 
technologies can bring, organizations need to ensure 
that the associated risks are proactively understood 
and managed. This is not a task that technology and 
security teams can perform in isolation. The process 
has to involve multiple stakeholder groups within the 
business, including top leadership and senior risk 
owners. Decision-making and investment choices 
need to be informed by proper evaluation of risks 
and rewards. The questions for business leaders and 
steps for senior risk owners outlined in this report 
highlight key considerations, and are designed to aid 
decision-making processes. They can be applied to 
help organizations ensure that the value from these 
technologies is realized and sustained.

AI and its associated risks are in constant evolution. 
As such, it is crucial that business leaders continuously 
update their understanding of the technology to 
keep up to date. Successful businesses will be well 
positioned to harness cybersecurity as a competitive 
advantage. In the context of AI adoption, this will 
enable organizations to innovate confidently and 
build trust in their services and brands. 

Security leaders have an important role to play 
in aiding the secure adoption of AI technology 
across the wider economy. The community should 
collaborate on a global scale to develop and align 
AI security tools and standards that accommodate 
the diverse functionalities of different AI models. The 
community should also work together to exchange 
good practices in the secure deployment of AI 
systems, and in the protection of these systems 
(and their business interfaces) when in use. There 
is a need to enhance collaboration between the 
AI and cybersecurity communities, regulators and 
policy-makers through dialogues and joint initiatives. 
It will also be crucial to establish clear accountability 
mechanisms for securing the AI supply chain and 
provide effective incentives for security-by-design 
within AI products.

Lastly, it should be recognized that new tools 
and techniques are required to manage the novel 
security vulnerabilities driven by AI. While the market 
is maturing, remaining capability gaps should be 
addressed with some urgency. 
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